ADC+

l PRACTICAL LESSONS LEARNED
- FROM BUILDING AUDIO
APPLICATIONS USING Al MODELS

CHANG HUN SUNG




[7 SUPERTONE

About Supertone

(] SUPERTONE

Q8
ha
[ L] ]
bw )8
- 5

AUDIO RESEARCH GROUP

1€l

e
Y ¢
=z ,ﬁ

|- SV <

NANSY

Neural analysis & synthesis
Unified voice synthesis framework
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About Speaker

e Previously Game Engine Programmer. Used to develop GPU Graphics pipeline or Physics
Engine with C++.
e Joined Supertone at 2022. Developer of User-centric products.

e Currently the Leader of the ‘AudioDev team’
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Neural analysis & synthesis
Unified voice synthesis framework

Efficient development of voice Al-based applicati

Products



Introduction

Quick Demo
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http://www.youtube.com/watch?v=QP9EFAhC0Tw
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http://www.youtube.com/watch?v=_viShmPC2q8

© SUPERTONE
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http://www.youtube.com/watch?v=cHYJ6cYyl14

Deep Dive

Supertone Clear
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Real-time Speech Enhancement
Data preprocessing to obtain clean voice

NANSY

Neural analysis & synthesis
Unified voice synthesis framework

R ded Voi
i ——— RTSE =

2 TINY RECURRENT UNET REAL - TIME DENOISING AND DEREVERBERATION WITH
TINY RECURRENT U-NET H, Choi et af

Lightweight enough to runin real-time
Effectively separates non-voice and wet reverberant voice.
Great starter to experiencing a Product development.

Fig. 1. The network architecture of TRU-Net
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Developing a Plug-in

Definitely Fun

Drawing a prototype
Experimental Features

Pricing a plug-in

Mostly Fun

Writing a code

Writing a tests
Automating build pipeline
Supports variety of

platforms

Not Fun at all

Worrying about crack
Worrying about crash

Worrying about...
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Developing a Plug-in
Definitely fun part
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Deep Dive

Naud Framework
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Launching an Al-powered audio software

Al Model Research

Training Testing

Build Product Wrapping Export

(@A Release
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How does it change the pipeline?

Al Model Research

Training \\
\
\j
Profiling JAH Parameter Design
W17 SUPERTONE

Experiment QA

Attach Ul

Release
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https://www.youtube.com/watch?v=uYUblZhbG1A

Community Beta Release

Mar. 2024

Stay tuned.



Stay tuned.
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Supertone Shift

Real-time voice conversion Software

e Desktop Application runs on Windows

and macOS
gg‘ e Canconnect with Google Meet, Discord,
- Zoom etc.
e Provides variety of persona.
e Utilize DDSP to process real-time audio.
3&355] e Provides Pitch, Pitch variance and Blend.
~-2d

e Runson CPU in with 35ms latency.



ExternalTensortaternalTensorin0

ExternalTensdrienalTensorinl 2

Source

ExternalTenseriernalTensorinl_3

ExternalTens®riernalTensorin1_4

Source.

ExternalTensariernalTensorin1_s

Source.

trg_mix_ratio

ExternalTensar@utalTensorOut0




[ SUPERTONE

Developing Supertone Shift

With using Naud framework

Decoder

Encoder
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[ EncoderBlock.xml

@ EncoderBlock ) No Selection
<?xml version="1.0" encoding="UTF-

<Root>
<GraphInfo>
<AudioNode>
: <STFT id="1"/>
(imrnccn J ) <Abs id="10"/>
= . = . <Square id="80"/>
“ <WindowingFunction id="23" WindowFunction:
: <Reshape id="21"/>
— <Reshape i
e <ClipInt id="113" Low="-12" High="12"/>
<Casting id="116"/>
<Gain id="117"/>
<ConstToFloatValue id=!
<IntVariable id="Pitch"/;
AudioToBufferd" />
srcEmb"/>

<Gain id="Gain@"/>

<Subtract id="Subtracte"/>

<rtvc_beta_backbone_vi_amp_estimator
id="rtvc_beta_backbone_v1_amp_estimator®"/>

<DDSP id="DDSP@" sampleRate="44100" upscale="512"/>

hape
<Reshape id="Reshape1"/>

Line: 1 Col:1 | @
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Developing Supertone Shift

With using Naud framework

3

Voice Library
Ny
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Developing Supertone Shift

Who is user?

e Mostly non professional for audio.
o VTuber
o Podcaster
o Voice contents creator

e Not familiar with traditional audio

software.
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Developing Supertone Shift

Volume slider problem

-24dB ~ +24dB VS 1~25

e Itisstandard e Why should our users have
representation of volume. to know about standard?

e [tisstill intuitive e Thereis more intuitive
representation. | | representation.

e Itisnotthatimportant e Because it matters whole
thing, why should we experiences!

argue with this? 18
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Developing Supertone Air
Implementing Transformer on Naud Framework

Yet Another Generative Model For Room Impulse Response Estimation S, Lee et al

RIR Est.

Token Index

Figure 1: The proposed method (left: codebook learning with RQ-
VAE, right: RIR estimation via conditional token generation).
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Developing Supertone Air
Inference pipeline of AST model

Transformer o

1,192, 32, N_ir

z_ref_pre_linear.onnx;

Generator

target_wet
: e
vest ” 1, 256, 32, 4) “early.

f transforme: 1_kv_caches generator_late.onnx : LR-Predictor

transformer.onnx

Y i token_pred ~ X{40+25+32-1) decoded._stit
targel.pre 1,1,32,1 (delay pattern) 1.3,192, T of

1,24, F N _1]
z_rir_delayed
codebook.npy table_lookup 1, 256, 32, 1 griffin_lim_w_pha

or_ir_pred Ir_ir_pred
1,1, ter Lot

encoder_source.onnx
encoder_target.onnx

2_fir_pre_linear.onnx

z_ref
(1,192, 32, 4)

z_nr_dolayed
2, N+5;

Figure 3: Full inference pipeline of the AST model.

Encoder Transformer Post-processor
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Developing Supertone Air
Implementing Transformer with Naud Framework
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Wet Target (o ey | Ory Reference

25ms

Set IR File Name

Direct Late

@ HPF/~ 200Hz 6B [121dB] 2 LPF™\ 16 kHz Dry/Wet 80% Output -18dB
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Developing Supertone Air
Different perspective

Performance!

e The new trained model has e |tcan’tbell've trained with

poorer performance.(Got more qualified datal(Got

slower) OPTIMIZATION#FIDELITY better fidelity)
e Let’sjust place the denoiser LATEN%Y A ROBUSTN%?‘ e No. If the model has been

block before model input. It % % - well trained, than should

p

just makes simple.(To fit the
deadline.)

handle input noise well.

(which is not yet.)
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Developing Supertone Air
Different perspective but same direction

Success!

User loves ourfiiSNlUser loves our
e "
| oductﬂ‘




Conclusions
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Conclusions

e Build a good team.
o Synergise you and your team'’s expertise.
o Effective communication is always gold.
e Focusing on User, not Technology itself.
o Look at the problems to be solved, the needs to be met.
o Solution depends on who our customers are.

e Have Fun!
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Thanks

Does anyone have any questions? Email

rickysung@supertone.ai

Website
supertone.ai


https://supertone.ai/people/

